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Probability Review

Probability of the random variable X taking the value x Py (X = x)

X: Type of Ball
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Probability Review

Two ways of obtaining the distribution of something
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Probability Review

Probability of the random variable X taking the value x Py (X = x)

X € R?56%256 : Image
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Probability Review

Probability of the random variable X, Y taking the value x,y  Pyxy(X = x,Y = y)

Sampling something about Cat Sampling something about dog

Pimage,category (Image = Image, Category = Category)



Probability Review

Probability of the random variable X = x given Y =y Pyy(X = x|Y = y)
Sampling something about Cat Sampling something about Dog
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Probability on Modern Deep Learning
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Probability on Modern Deep Learning

What is the probability distribution
does your ML model characterize?
Marginal or Conditional

image patch hidden layer 1

hidden layer 2 final layer
1 layer 4 feature maps 8 feature maps 4 class units
36x36 28x28 14x14 10x10 5x5

f

convolution max
(kernel: 9x9x1) pooling

r B

convolution max convolution
(kernel: 5x5x4) pooling  (kernel: 5x5x8)

PX|Y,9(Y = y|X = x) -

0" = argmaxgP(Y|X)



Probability on Modern Deep Learning

T, W
Training Set Generated Image

PY|X,9(X =x|Y =x)

Caption: Living in the light
with Ann Graham Lotz




Bayes Classifier

* A probabilistic framework for solving classification

problems
+ Conditional Probability: 5y y _ PXY)
P(X)
P(x |v) =21
P(Y)
* Bayes theorem:
P(X |Y)P(Y)

P(Y|X)=

P(X)
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Bayes Classifier

- Bayes theorem:
P(X |Y)P(Y)
P(X)

P(Y | X)=

P(Earthquake>=6.5|Big Damage)=P(Big Damage|Earthquake > 6.5)P(Earthquake > 6.5)/P(Big Damage)

P(Earthquake<6.5|Big Damage)=P(Big Damage|Earthquake < 6.5)P(Earthquake < 6.5)/P(Big Damage)

Do we care about the denominator?
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Bayes Classifier

* Consider each attribute and class
label as random variables

« Given a record with attributes (X,
X2,..., Xy), the goal is to predict

class Y

—  Specifically, we want to find the value of
Y that maximizes P(Y| X4, Xy,..., Xq4)

directly from data?

Tid Refund Marital Taxable
Status  Income Evade
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Yes
No
No
Yes
No
No
Yes
No
No
No

Single
Married
Single
Married
Divorced
Married
Divorced
Single
Married
Single

125K
100K
70K
120K
95K
60K
220K
85K
75K
90K

No
No
No
No
Yes
No
No
Yes
No

Yes
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Bayes Classifier

* Approach:

— compute posterior probability P(Y | X4, X;, ..., Xy) using

the Bayes theorem

— Maximum a-posteriori: Choose Y that maximizes
P(Y | X4, Xy, ..., Xy)

.................

13



Bayes Classifier

Given a Test Record:

X = (Refund = No, Divorced, Income =120K)
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Yes
No
No
Yes
No
No
Yes
No
No
No

Single
Married
Single
Married
Divorced
Married
Divorced
Single
Married
Single

125K
100K
70K
120K
95K
60K
220K
85K
75K
90K

No
No
No
No
Yes
No
No
Yes
No

Yes

P(Evade = Yes | X) and P(Evade = No | X)

In the following we will replace
Evade = Yes by Yes, and
Evade = No by No
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Bayes Classifier

Given a Test Record:

X = (Refund = No, Divorced, Income =120K)
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Yes
No
No
Yes
No
No
Yes
No
No
No

Single
Married
Single
Married
Divorced
Married
Divorced
Single
Married
Single

125K
100K
70K
120K
95K
60K
220K
85K
75K
90K

Tid Refund Marital Taxable
Status Income Evade

No
No
No
No
Yes
No
No
Yes
No

Yes

Using Bayes Theorem:

P(X|Yes)P(Yes)

- P(Yes | X) = PO
P(No | X) = ~&l 1;'82)?("‘0)

How to estimate P(X | Yes) and P(X | No)?
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Bayes Classifier

« Xand Y are conditionally independent given Z if
P(X|YZ) = P(X|Z)

 Example: Arm length and reading skills

— Young child has shorter arm length and
limited reading skills, compared to adults

— If age is fixed, no apparent relationship
between arm length and reading skills

— Arm length and reading skills are conditionally
independent given age
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Bayes Classifier

« Assume independence among attributes X; when class is
given:
— P(Xq, Xo, ..., Xg[Y)) = P(X4] Y)) P(X3] Y))... P(X4l Y))

~.~.r-.r-.,-.

maximal.
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Bayes Classifier

Given a Test Record:

X = (Refund = No, Divorced, Income =120K)

Yes
No
No
Yes
No
No
Yes
No
No
No

W 0 ~N OO O AW N -

.
o

Single
Married
Single
Married
Divorced
Married
Divorced
Single
Married
Single

126K
100K
70K
120K
95K
60K
220K
85K
75K
90K

Tid Refund Marital Taxable
Status Income Evade

No
No
No
No
Yes
No
No
Yes
No

Yes

P(X | Yes) =
P(Refund = No | Yes) x
P(Divorced | Yes) x
P(Income = 120K | Yes)

P(X | No) =
P(Refund = No | No) x
P(Divorced | No) x
P(Income = 120K | No)
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Bayes Classifier

id Refund Marital
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= 3
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Yes
No
No
Yes
No
No
Yes
No
No
No

Status

Single
Married
Single
Married
Divorced
Married
Divorced
Single
Married

Single

Taxable
Income

125K
100K
70K
120K
95K
60K
220K
85K
75K
90K

Evade

No
No
No
No
Yes
No
No
Yes
No

Yes

¢ P(Y) = fraction of instances of class y

— e.g., P(No)=7/10,
P(Yes) = 3/10

* For categorical attributes:
P(Xi=cly)=nn

— where |X; =c| is number of
instances having attribute
value X, =c and belonging to
classy

— Examples:
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Bayes Classifier

* For continuous attributes:

— Discretization: Partition the range into bins:
¢ Replace continuous value with bin value

— Attribute changed from continuous to ordinal

— Probability density estimation:
¢ Assume attribute follows a normal distribution

¢ Use data to estimate parameters of distribution
(e.g., mean and standard deviation)

¢ Once probability distribution is known, use it to

20



Bayes Classifier

Tid Refund Marital Taxable * Normal distribution:
Status Income Evade i
(Xt )°
1 |Yes Single  [125K No 1 T 202
2 |No Married |100K No P(Xi |Y1) = 27[0_% € |
3 |No Single  |70K No v
4 |Yes  |Married [120K |No — One for each (X,,Y)) pair
5 No Divorced |95K Yes
6 |No  |Married |60K  |No * For (Income, Class=No):
7 |[Yes Divorced 220K No — |f Class=No
8 No Single 85K Yes
9 [No Married |75K No ¢ sample mean =110
10 |No Single | 90K Yes ¢ sample variance = 2975

1 (120-110)?

P(Income =120 | No) = J2n(54.54) e " =0.0072
7 (54.
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Bayes Classifier

Given a Test Record:
X =(Refund = No, Divorced, Income = 120K)

Naive Bayes Classifier:

P(Refund = Yes | No) = 3/7

P(Refund = No | No) = 4/7 *  P(X| No) = P(Refund=No | No)

P(Refund = Yes | Yes) =0 x P(Divorced | No)

P(Refund = No | Yes) = 1 x P(Income=120K | No)
P(Marital Status = Single | No) = 2/7 =4/7 x 1/7 x 0.0072 = 0.0006

P(Marital Status = Divorced | No) = 1/7
P(Marital Status = Married | No) = 4/7

P(Marital Status = Single | Yes) = 2/3 * P(X]Yes) = P(Refund=No | Yes)
P(Marital Status = Divorced | Yes) = 1/3 x P(Divorced | Yes)
P(Marital Status = Married | Yes) =0 x P(Income=120K | Yes)

=1x1/3x1.2x10%9=4x 1010
For Taxable Income:

If cl = No: I =110 .
T ample variance = 2075 Since P(XINo)P(No) > P(X|Yes)P(Yes)
If class = Yes: sample mean = 90 Therefore P(NO]X) > P(Yele)

sample variance = 25 => Class = No
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Bayes Classifier

Even in absence of information
about any attributes, we can use
Apriori Probabilities of Class
Variable:

Naive Bayes Classifier:

P(Refund = Yes | No) = 3/7

P(Refund = No | No) = 4/7

P(Refund = Yes | Yes) = 0

P(Refund = No | Yes) = 1

P(Marital Status = Single | No) = 2/7
P(Marital Status = Divorced | No) = 1/7
P(Marital Status = Married | No) = 4/7
P(Marital Status = Single | Yes) = 2/3
P(Marital Status = Divorced | Yes) = 1/3
P(Marital Status = Married | Yes) =0

For Taxable Income:

If class = No: sample mean = 110
sample variance = 2975

If class = Yes: sample mean = 90
sample variance = 25

P(Yes) = 3/10
P(No) = 7/10

If we only know that marital status is Divorced, then:
P(Yes | Divorced) = 1/3 x 3/10 / P(Divorced)
P(No | Divorced) = 1/7 x 7/10 / P(Divorced)

If we also know that Refund = No, then

P(Yes | Refund = No, Divorced) =1 x1/3 x 3/10/
P(Divorced, Refund = No)

P(No | Refund = No, Divorced) = 4/7 x 1/7 x 7/10/
P(Divorced, Refund = No)

If we also know that Taxable Income = 120, then

P(Yes | Refund = No, Divorced, Income = 120) =
1.2x10°x 1x1/3x3/10/
P(Divorced, Refund = No, Income =120 )

P(No | Refund = No, Divorced Income = 120) =
0.0072 x4/7 x1/7x7/10/
P(Divorced, Refund = No, Income = 120)
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Bayes Classifier

Given a Test Record:
X = (Married)

Naive Bayes Classifier:

P(Yes) = 3/10
P(Refund = Yes | No) = 3/7 -
P(Refund = No ||No))= 47 P(No) =7/10
P(Refund = Yes | Yes) =0
P(Refund = No | Yes) = 1 . )
P(Marital Status = Single | No) = 2/7 P(Yes | Married) = 0 x 3/10 / P(Married)
P(Marital Status = Divorced | No) = 1/7 . — .
P(Marital Status = Married | No) = 4/7 P(No | Married) = 4/7 x 7/10 / P(Married)
P(Marital Status = Single | Yes) = 2/3
P(Marital Status = Divorced | Yes) = 1/3
P(Marital Status = Married | Yes) =0

P(Yes|Married, Refuned= No)

For Taxable Income: =0*1*3/10/P(Married)=0

If class = No: sample mean = 110
sample variance = 2975

If class = Yes: sample mean = 90
sample variance = 25
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Issues Bayes Classifier

» Assume independence among attributes X; when class is
given:

= P(X4, X, ..y Xg[Y)) = P(X4] Y)) P(Xo] Y))... P(Xg[ Y))

//\\

X, <X,
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