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Summary

1D Gaussian Distribution 2D Gaussian Distribution

ℝ ℝ2

ℝ256×256
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Summary

Probability distribution of the objective based on the observed data

• Machine Learning Methods

o Gaussian Kernel Density Estimation

o Gaussian Mixture Models

• Deep Learning Methods

o Auto-Encoder (AE)

o Variational AE (LLM is actually a VAE)

o Generative Adversarial Network

o Diffusion Model

𝑃(𝑥) 𝑥𝑥𝑖 𝑖=1
𝑁

Good DataGood Model

Using existing function to estimate what you do

not know that can best fit your observation

Using learnable function to estimate what you do

not know that can best fit your observation
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Problem?

What you have is some low-dimensional data

But what you want to model is some high-dimensional data, how it could be?

ℝ1, ℝ2

ℝ256×256

Using existing function to estimate what you do not know that can best fit your observation
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Problem?

What we have: kernel density estimation to estimate low dimensional PDF

What we want: model any data distribution

How to transform any data distribution to low dimensional data?

Someway to transform

Kernel Density Estimation

Transform back
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Summary

Probability distribution of the objective based on the observed data

• Machine Learning Methods

o Gaussian Kernel Density Estimation

o Gaussian Mixture Models

• Deep Learning Methods

o Auto-Encoder (AE)

o Variational AE (LLM is actually a VAE)

o Generative Adversarial Network

o Diffusion Model

𝑃(𝑥) 𝑥𝑥𝑖 𝑖=1
𝑁

Good DataGood Model

Using existing function to estimate what you do

not know that can best fit your observation

Using learnable function to estimate what you do

not know that can best fit your observation

PCA Dimensional Reduction
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From PCA to Auto-Encoder

Can we add nonlinearity?
Yes, then it becomes

neural network!
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Auto-Encoder

Input OutputAE
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Class-supervised Auto-Encoder

Input OutputAE
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Problem with AE

Need to estimate the latent distribution post-hoc!
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Solution – Sliced Wasserstein AE

Sliced Wasserstein Distance 

between two distributions!
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Solution – VAE

(1) Reconstruction loss: given z – decoder – x and setup the reconstruction loss

(2) KL divergence: how to optimize the KL divergence between two gaussian distributions?
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Multi-Step VAE - Diffusion

𝒕 → ∞, 𝜶𝒕 → 𝟎, 
𝒒 𝐱𝒕 𝐱𝟎 → 𝓝(𝟎, 𝟏)𝑝(𝐱𝒕−𝟏|𝐱𝒕)
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Encoder-Less Generation
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Encoder-Less Generation

Can we train a neural network to tell the difference and try to minimize that difference?
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Generative Adversarial Networks
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Generative Adversarial Networks

Ground-truth datapoints

Generative Data Distributions

Discriminator Confidence
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Generative Adversarial Networks
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Generative Adversarial Networks
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Generative Adversarial Networks

Code Demo



KIND 21

Generative Adversarial Networks
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Generative Adversarial Networks
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Problem with GAN: Non-Convergence
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Problem with GAN: Non-Convergence

x=2,  y=2

x=-2,  y=3

x=-3,  y=-1

x=1,  y=-2

x=1,  y=1
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Problem with GAN: Mode-Collapse

Discriminator has achieved the optimal point (can never become more stronger)

Generator therefore will also not be optimized (as discriminator does not give any

negative feedback)
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Problem with GAN: Mode-Collapse
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Problem with GAN: Mode-Collapse
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Problem with GAN: Mode-Collapse
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Problem with GAN: Mode-Collapse - Solution
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Problem with GAN: Mode-Collapse - Solution
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Problem with GAN: Mode-Collapse - Solution
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Conditional GANs
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Conditional GANs
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Conditional GANs
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