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Node Classification - Motivation

Paper Management Anomaly Detection
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Node Classification - Definition
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Node Classification – How would traditional classification work?

Data Model Loss Optimization
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Node Classification – How would traditional classification work?

Data Model Loss Optimization

Cora - Paper Citation Networks

reference
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Node Classification – How would traditional classification work?

Data Model Loss Optimization
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Node Classification – How would traditional classification work?

Data Model Loss Optimization

Node Feature
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Node Classification – How would traditional classification work?

Data Model Loss Optimization

Node label

2

1

6 5

4

3



DGL 9

Node Classification – How would traditional classification work?

Data Model Loss Optimization

Edge Index
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Node Classification – How would traditional classification work?

Paper Computer

System

Data Model Loss Optimization



DGL 11

Node Classification – How would traditional classification work?

Linear Regression
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Node Classification – How would traditional classification work?

Linear Regression
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Node Classification – How would traditional classification work?

Nonlinear Regression
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Node Classification – How would traditional classification work?

Nonlinear Regression



DGL 15

Node Classification – How would traditional classification work?

Nonlinear Regression

What is the problem of

Nonlinear Regression?
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Node Classification – How would traditional classification work?

The basis function is all fixed!

Lower order polynomial

cannot approximate higher

order polynomial

Can we learn the basis function?
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Node Classification – How would traditional classification work?

What things are learned here?

What things are fixed here?
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Node Classification – How would traditional classification work?

1-layer Multi-layer Perceptron
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Node Classification – How would traditional classification work?

What things are learned here?

What things are fixed here?
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Node Classification – How would traditional classification work?
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1-hidden layer Multi-layer Perceptron
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Node Classification – How would traditional classification work?

1-hidden layer Multi-layer Perceptron
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Node Classification – How would traditional classification work?

1-hidden layer Multi-layer Perceptron

What is the input size? What is the hidden size? What is the output size?
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Node Classification – How would traditional classification work?

Data Model Loss Optimization
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Optimize the probably of

the class corresponding to

ground-truth!
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Node Classification – How would traditional classification work?

Data Model Loss Optimization
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Node Classification – How would traditional classification work?

Data Model Loss Optimization

Final Test Performance:
0.531
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Node Classification

Paper Computer

System

We do not use any

network information!
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Node Classification - Motivation
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Node Classification - Motivation
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Node Classification – How would traditional classification work?

Data Model Loss Optimization
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Label Propagation
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Node Classification - Motivation
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Node Classification – Label Propagation
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Node Classification – Label Propagation
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Node Classification

Data Model Loss Optimization
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Feature + Label = MLP

Graph + Label = Label Propagation

Feature + Label + Graph = GNN
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Node Classification – GNN
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Instead of propagating Label, but we propagate feature!
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Node Classification – GNN
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Node Classification – GNN
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Any Question?
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